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Figure 1: a) SoftDECA (brown) compared to linear blendshapes (gray): More realistic non-linear facial animations (left),
biomechanical restrictions like Bell’s Palsy (middle), and interactive manipulations like an increase in weight (right) are only a
few examples that can be efficiently animated. b) The layered head model that encapsulates the skin, the muscles, and the skull
with wraps that builds the foundtion of SoftDECA and for which we present a data-driven fitting algorithm.

ABSTRACT
Facial animation on computationally weak systems is still mostly
dependent on linear blendshape models. However, these models
suffer from typical artifacts such as loss of volume, self-collisions,
or erroneous soft tissue elasticity. In addition, while extensive effort
is required to personalize blendshapes, there are limited options to
simulate or manipulate physical and anatomical properties once a
model has been crafted. Finally, second-order dynamics can only
be represented to a limited extent.

For decades, physics-based facial animation has been investi-
gated as an alternative to linear blendshapes but is still cumber-
some to deploy and results in high computational cost at runtime.
We propose SoftDECA, an approach that provides the benefits of
physics-based simulation while being as effortless and fast to use
as linear blendshapes. SoftDECA is a novel hypernetwork that
efficiently approximates a FEM-based facial simulation while gen-
eralizing over the comprehensive DECA model of human identities,
facial expressions, and a wide range of material properties that
can be locally adjusted without re-training. Along with SoftDECA,
we introduce a pipeline for creating the needed high-resolution
training data. Part of this pipeline is a novel layered head model
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that densely positions the biomechanical anatomy within a skin
surface while avoiding self-intersections.
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1 INTRODUCTION
At present, research in the field of head avatars and facial animation
is mainly concerned with obtaining photorealistic results through
neural networks [Athar et al. 2022; Cao et al. 2022; Grassal et al.
2022; Zielonka et al. 2023] which can be operated on computation-
ally rich systems. What currently falls short, however, is the inclu-
sion of less capable hardware setups and circumstances in which
geometry-based processing must be applicable. For this, various
adaptations of linear blendshape models [Lewis et al. 2014] are still
the usual means in production. Although linear facial models have
been intensively researched and improved over the past decades,
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there are still known shortcomings like physically implausible dis-
tortions, loss of volume, anatomically impossible expressions, miss-
ing volumetric elasticity, or self-intersections. Physics-based simu-
lations have been proposed that overcome most artifacts of linear
blendshapes and allow for manifold additional functionalities [Bar-
rielle et al. 2016; Choi et al. 2022; Cong 2016; Ichim et al. 2017, 2016;
Srinivasan et al. 2021; Yang et al. 2022]. Among them are medical
applications such as visualization of weight changes, paralysis, or
surgeries but also visual e�ects like aging, zombi�cations, gravity
changes, and second-order e�ects. Moreover, it has recently been
shown [Yang et al. 2022] that simulations with detailed extracted
material information lead to much more realistic facial animations
than linear models. The downside of physics-based facial animation
models, however, is that these characteristically cause considerable
computational overhead, giving rise to a body of literature on ac-
celeration techniques. At this, the focus has been mostly on the
evaluation of simulations in either manually constructed [Brandt
et al. 2018] or learned subspaces [Holden et al. 2019; Santesteban
et al. 2020] as well as on corrective blendshapes [Ichim et al. 2016].
The learned subspace methods [Holden et al. 2019] have proven
to be more general and �exible, which is why in SoftSMPL [San-
testeban et al. 2020] they have already been successfully applied to
full-body animations. Nonetheless, so far there is still no method
that transfers these advancements in fast physics-based simula-
tions to facial animations. The principal contribution of this work
is closing this gap with a deep learning approach which we call
SoftDECA.

SoftDECA is a novel neural network architecture that e�ciently
animates faces while closely following a dynamic physics-based
model. Although our method is universal in the sense that arbi-
trary physics-based facial animations can be considered, we focus
on approximating a combination of state-of-the-art anatomically
plausible and volumetric �nite element methods (FEM) [Cong and
Fedkiw 2019; Cong 2016; Ichim et al. 2017, 2016]. For this, we pro-
pose a novel adaption of hypernetworks [Ha et al. 2016] which
yields inference times of about 10ms on consumer-grade CPUs and
has the same programming interface as standard linear blendshapes.
More precisely, we train SoftDECA to be applied as an add-on to
arbitrary human blendshape rigs that follow the ARKit system1.

At the same time, SoftDECA is easily deployable without the
need for elaborated personalizations or retraining, as we collect
an extensive corpus of training examples. These examples cover
a reasonable domain of the targeted FEM and bring together mul-
tiple data sources such as CT head scans to re�ect the anatomy
of heads, 3D head reconstructions in the wild that capture diverse
head shapes (DECA [Feng et al. 2021]), and facial expressions in
the form of recorded ARKit blendshape weights from dyadic con-
versational situations. The resulting overall training set facilitates a
strong generalization of SoftDECA across human identities, facial
expressions, and broad areas of the parameter manifold of the tar-
geted FEM model. In contrast to earlier methods [Holden et al. 2019;
Santesteban et al. 2020], the ability to generalize across FEM param-
eters makes extensive and e�cient artistic interventions possible,
with SoftDECA even supporting localized material adjustments.

1https://developer.apple.com/

As an additional contribution, we present a novel layered head
model (LHM) that represents all training instances in a standardized
way. Unlike fully or partially tetrahedralized volumetric meshes
conventionally used for FEM, the LHM has additional enveloping
wraps around bones, muscles, and skin. Based on these wraps,
we describe a data-driven �tting procedure that positions muscles
and bones within a neutral head while avoiding intersections of
the various anatomic structures. A characteristic that was mostly
not of concern in previous manually crafted physics-based facial
animations but can otherwise lead to numerical instabilities in our
automated training data generation approach.

2 RELATED WORK
2.1 Personalized Anatomical Models
Algorithms that create personalized anatomical models can essen-
tially be distinguished according to two paradigms:heuristic-based
anddata-driven. Considering heuristic-based approaches, Anatomy
Transfer [Ali-Hamadi et al. 2013] applies a space warp to a template
anatomical structure to �t a target skin surface. The skull and other
bones are only deformed by an a�ne transformation. A similar
idea is proposed by Gilles et al. [2010]. While they also implement
a statistical validation of bone shapes, the statistics are collected
from arti�cially deformed bones. In [Ichim et al. 2016; Kadle£ek
et al. 2016], an inverse physics simulation was used to reconstruct
anatomical structures from multiple 3D expression scans. Saito et
al. [2015] simulate the growth of soft tissue, muscles, and bones.
A musculoskeletal biomechanical model is �tted from sparse mea-
surements in [Schleicher et al. 2021] but not qualitatively evaluated.

There are only a few data-driven approaches because combined
data sets of surface scans and CT, or CT and DXA images are hard
to obtain for various reasons (e.g. data privacy or unnecessary
radiation exposure). The recent work OSSO [Keller et al. 2022]
predicts full body skeletons from 2000 DXA images that do not
carry precise 3D information. Further, bones are positioned within
a body by predicting only three anchor points per bone group
and not avoiding intersections between skin and skull. A model
that prevents skin-skull intersections and also considers muscles
is based on �tting encapsulating wraps instead of the anatomy
itself [Komaritzan et al. 2021]. However, no accurate algorithm
based on medical imaging but a BMI (body mass index) regressor
[Maalin et al. 2021] is used to position the wraps. A much more
accurate, pure face model, was developed by Achenbach et al. [2018].
Here, CT scans are combined with optical scans by a multilinear
model (MLM) which can map from skulls to faces and vice versa. As
before, no self-intersections are prevented and only bones are �tted.
Building on the data from [Achenbach et al. 2018] and following
the idea of a layered body model [Komaritzan et al. 2021], we create
a statistical layered head model including musculature that avoids
self-intersections.

2.2 Physics-Based Facial Animation
A variety of techniques for animating faces have been developed in
the past [Bradley et al. 2010; Ichim et al. 2015; Parke 1991; Zhang
et al. 2008]. Data-driven models [Ichim et al. 2016; Lewis et al. 2014,
2005], which have recently been signi�cantly improved by deep
learning [Athar et al. 2022; Cao et al. 2022; Feng et al. 2021; Garbin
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et al. 2022; Song et al. 2020; Zheng et al. 2022], are certainly domi-
nant. Due to their simplicity and speed, linear blendshapes [Lewis
et al. 2014] are still most commonly used in demanding applica-
tions and whenever no computationally rich hardware is available.
Physics-based models have been developed for a long time [Sifakis
et al. 2005] and avoid artifacts like implausible contortions and self-
intersections, but due to their complexity and computational e�ort,
they are rarely used. The pioneering work of Sifakis et al. [2005]
is the �rst fully physics-based facial animation. The simulation is
conducted on a personalized tetrahedron mesh, which can only
be of a limited resolution due to a necessary dense optimization
problem. With Phace [Ichim et al. 2017], this problem was overcome
by an improved physics simulation. An art-directed muscle model
[Bao et al. 2019; Cong and Fedkiw 2019; Cong 2016] additionally
represents muscles as B-splines and allows control of expressions
via trajectories of spline control points. A solely inverse model
for determining the physical properties of faces was proposed in
[Kadle£ek and Kavan 2019].

Hybrid approaches add surface-based physics to linear blend-
shapes for more detailed facial expressions [Barrielle et al. 2016;
Bickel et al. 2008; Choi et al. 2022; Kozlov et al. 2017]. However,
by construction, they can not model volumetric e�ects. With vol-
umetric blendshapes [Ichim et al. 2016], a hybrid approach has
been presented that combines the structure of linear blendshapes
with volumetric physical and anatomical plausibility but can only
achieve real-time performance through personalized corrective
blendshapes.

Considering soft bodies in general, deep learning approaches
have been investigated to approximate physics-based simulations.
For instance, in [Casas and Otaduy 2018; Santesteban et al. 2020] the
SMPL (Skinned Multi-Person Linear Model) proposed in [Loper et al.
2015] was extended with secondary motion. Recently, [Choi et al.
2022; Srinivasan et al. 2021; Yang et al. 2022] developed methods
to learn the particular physical properties of objects and faces.
However, these approaches must be retrained for unseen identities
and are slow in inference. A fast and general approach for learning
physics-based simulations is introduced in [Holden et al. 2019].
Unfortunately, they focused on re�ecting the dynamics of single
objects with limited complexity. We present a real-time capable
deep learning approach to physics-based facial animations that
does not need to be retrained and maintains the control structure of
standard linear blendshapes. Additionally, none of the previously
described deep learning methods tackle the challenging creation of
facial training data, which we also address in this work.

3 METHOD
The foundation of the SoftDECA animation system is a novel lay-
ered head representation (Section 3.1). Starting from there, we
design a FEM-based facial animation system (Sections 3.2 & 3.3)
and demonstrate how to distill it into a de�ning dataset (Section
3.4). With this dataset, we train a newly designed hypernetwork
(Section 3.5) as a real-time capable approximation of the animation
system.

( T , (̂ T " T , ^" T � T , �̂ T

Figure 2: All components of the layered head model template
T . Skin ( T , skin wrap (̂ T , muscles " T , muscles wrap ^" T ,
skull � T , and the skull wrap �̂ T .

3.1 Layered Head Model
3.1.1 Structure.We represent a headH = dH ¹T º with neutral ex-
pression through a component-wise transformationdH of a layered
head model template

T =
�
( T • � T • " T • (̂ T • �̂ T • ^" T

�
• (1)

that consists of six triangle meshes.( T describes the skin surface
including the eyes, the mouth cavity, and the tongue,� T the surface
of all skull bones and teeth," T the surface of all muscles and the
cartilages of the ears and nose.(̂ T is the skin wrap, i.e. a closed
wrap enveloping( T , �̂ T the skull wrap that envelopes� T , and ^" T
the muscle wrap that envelopes" T . Other anatomical structures
are omitted for simplicity. The template structures( T • � T , and" T
were designed by an experienced digital artist. The skin, skull, and
muscle wraps(̂ T •�̂ T , and ^" T have the same triangulation and
were generated by shrink-wrapping a sphere as close as possible
to the corresponding surfaces without intersections. The complete
template is shown in Figure 2.

Due to the shared triangulation, the wraps of the LHM also
de�ne a soft tissue tet meshST (i.e. between the skin and the
muscle wraps) and a muscle tissue tet meshMT (i.e. between the
muscle and the skull wraps). For this, each triangle prism that can be
spanned between corresponding wrap faces is canonically split into
three tets. The complexities of all template components are given
in the supp. material. In the following, we will state the number of
vertices of a mesh asj � jE and the number of faces asj � j5.

3.1.2 Fi�ing.Later on, creating training data requires �nding
�
(• �• "• (̂• �̂• ^"

�
= dH ¹T º (2)

when only the skin surface( of the headH is known. To this
end, we rely on a hybrid approach that positions the skull in a
data-driven manner while the remaining template components are
�tted by heuristics that ensure anatomic plausibility and avoid
self-intersections.

As the �rst of the remaining template meshes, we �t the skin
wrap by setting

(̂ = rbf( T ! ( ¹(̂ T º” (3)

The RBF function is a space warp based on triharmonic radial basis
functions [Botsch and Kobbelt 2005] that is calculated from the
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